%I LIU Qun

Huawei Noah’s Ark Lab

CCFAEALIR

2024.06.06, It

. " “HUAWEI



Pangu Large Models: Al4Industry

» Huawei regards Al as a huge and crutial oppotunity for the future of the company.
»> Huawei has invested the full-stack Al technologies for Al, including NPU chips (Ascend), clusters (Atlas),
Al frameworks (MindSpore), Al models (Pangu), and a broad spectrum of Al applications, especially for

industries.
L2 Bank Branch Assistant  Supply Chain Logistics  Pilot Drug Screeni Belt Object Detecti
) G ¢ Hotli pply Chain Logistics ilot Drug Screening elt Object Detection _ ‘
Scenario e Detuctian  Financial Exception Component Small Molecule Heading sequence  Railway TFDS Detection  1P"oon Path/Wave
Models fsual bvent Detection Analysis Assignment Optimization detection
L1 . . .
Ir;:u‘s’trlial Pangu Government  pangu Financial Models ~ P2"9% Production - Pangu Drug Molecules - Pangu Mineral Mining  p,1,g,, Railway Models ~ Pangu Weather Models
odels
4 N
Pangu Vision Models Pangu Multimodal Models Pangu Prediction Models ~ Pangu Scientific Computing
Models
Classification | MM Retrieval | MM Generation  Prediction | Optimization | Math | Biomedical | Weather
Segmentation | Detection | Image2Text Decision
Lo Pangu Language Models
Foundation . ) L X .
Models Language Understanding | Dialog | QA | Summarization | Translation | Text Generation
Pangu 3.0 Pangu 5.0
38B. 71B. 100B 135B, 230B, 1T
2023 2024
o J
R NOAH'S
1 total: 14 Sz Huawerl SHRRRRG



Beyond Algorithms: Navigating the Data Deluge in Al

> Building large-scale Al models has become a massive systems engineering problem, far more than just an
algorithm problem, which requires cooperations among scientists and engineers from multiple disciplines.

Parameter
Scale

Model
Architecture

Data -

The more parameters, the more intelligence, requiring more computing power.
« Training:

+ Large-scale cluster computing power: Huawei Atlas 900 clusters are
capable of training models at the scale of trillion parameters.

+ Memory reduction: Training larger models in given clusters.
« Inference: ultimate quantization compression with almost lossless precision

Transformer is the current mainstream model architecture.
Extensions:

« Sparse-dense architecture (MoE): high scalability and supporting larger
models with less computing power
« Vector database (RAG): "hippocampus* for LLMs, external memory

+ Plug-ins and tools: invoking external tools to complete complex tasks

Data is the source of knowledge and intelligence.
Both "quality" and "quantity" of data are crucial.
« Pre-training data: diversity, coverage, cleanness, consistency, and timeliness

« Instruction fine-tuning data: instruction following and alignment with human
intentions
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Data Management: acquisition, cleaning, labeling, and pre-processing

Papers Codes Pretraining Data ( 10T+ Tokens )
Books Q
Asset Data Labels Copyright Permission Security
\ Webpases/ Dashboard management control compliance
- -
Labeling Cleaning

Manual Reverse Self-supervised Data Model Operator

labeling labeling labeling cleaning cleaning cleaning
> N .

Acquisition (1,000+TB)

Open web data Purchased data Ecosystem cooperation
web pages and open-source codes books, question banks, patents, and periodicals Industrial open data
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PanGu- % : dense-sparse architecture with heterogeneous computing

Autoregressive Loss I Universal Dense-Sparse Dual Architecture | Modular Sparsity

Higher MoE Layers

: Fine-grain. Semantics « Efficient Extension from dense - Grouped Experts: Industry/task

: M 52 layers to sparse experts data module enhancement.

: « Integrated Architecture: low level - Lossless Extractable Submodels for
! universal represent to high level industries/tasks

fine-grained semantics

Universal Representation Feed Forward
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PanGu- X : Towards Trillion Parameter Language Model with Sparse Heterogeneous Computing, arXiv:2303.10845

4 total: 14 S HuawEl FN3RT R



CAME: confidence-guided adaptive memory efficient optimization

Results

Problem

Key Technology

Existing high-precision optimizers introduce two
additional variables for each parameter. The
number of these variables of a 100B model
reaches 200B, occupying 800 GB memory.

CAME: Memory Saving Optimizer based on
Confidence Adjustment Mechanism

the first order moment /
aG

Update =
P VWVte

the second order moment

Memory reduction for the optimizer causes significant
precision loss.
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Compensates for parameter updates based on
confidence. Exchange memory with a small amount of
extra calculation. Mathematically approximate.

50% static memory usage reduction 50%
compared with high-precision optimizers,
and higher precision than that traditional
memory-saving optimizers.
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Efficient inference: quantization, compression and deployment

1~4x memory usage reduction, 100% throughput improving

Challenges in inference: Large number of parameters, slow inference,

o mer +uo
P 1
high memory usage, high cost in end-to-end inference %‘"" o %11
» Traditional quantization causes significant precision degradation for generative models :Em x :ﬁ‘u
» High memory usage in inference: (1) Model parameters: 350 GB memory for a 175B model. . B
2) KV cache: 576 GB for a 1758 model with a 4 KB length. *eis *esits
Low-bit Weighting Algorithm: QuantGPT

Progress: (1) 4/8-bit quantization algorithm
(2) Ascend affinity efficient dequantization
operator (3) 2~4x memory reduction, 15-30%
inference acceleration.

Deployment of a 38B model on a single card.

RIS R +Matmuliees

Intx

arXiv:2203.10705v2 ACL 2022 Outstanding Paper Awards
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KV cache Compression

Progress: 1x memory reduction after KV cache 8-
bit quantization

hidden

w2 N

. hidden

N attn_score

softmax

Separate deployment, Dynamic batch

Progress: Separate deployment of full and
incremental inference (8+8), 30-50% throughput

improvement

Dynamic batch:

«Early exit for completed samples
*New samples added in time
Separate deploy for full and
incremental inference :

«Full inference: batch size=1 to
reduce delay

«Incremental inference: Large Batch
Size to improve throughput
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Efficient Post-Training Pruning Method for LLMs

o Background —e Method e Result

Typical types of model pruning A new pruning metric Unstructured Pruning
Relaive Comnections  Orignal Seore Relaive imporiance i 50% s 332},?.“(,‘7»’: LTaNALLLAMA and O e e U et
wlaelm]  [wlofe] | [ ]on]o] o T
0 Unstructured Q Structured Q Semi-structured il o T T R}
Pruning Pruning Pruning Bl B R Rl L I Rl Bl Magnitude \72?! 2022 754 590 1602 683 536 1712 11561
@4 span : - Vs 7% el s 4w G e am  wa dw
ol o] [ [ [ 18l M Am s 2 1
e —r A S (113
Pruncd (50% sparsity) g, - el | Wl o0y
Advantages of LLM pruning I
. N = SOTA performance under 50% sparsity for
Rel
e . . Importance and Activation (RIA) : 7B-65B model
T T T E .
socarstrring 1 t n . RIA;; = RI; x (|[Xi]l2)* = \W”\ N |Wi;| ) % (IXa)" * No parameter update and all sizes of LLMs
Sombsmcsondbneing 3 L] 4 + i3 = ill2 E W[ " S Wil 2)% can be compressed within seconds
jointly normalizes the weight in the input and Semi-structured Pruning (2:4/4:8)
. ) i i i ivati bl : LLaMA2T0B: 7o ot Peromance of N consrsit mode omprin o e e
gna"e“iqzs III" LLM Pruning: output dimensions, together with activations it pefomanes sposing o of o dense method. Ak
annel Collapse
. . X Vi Hollawag Bold_ ARCC VNI RTE AVG
Certain channels exhlblt smaller = Effectively resolving the channel collapse issue Deme W7 870 seas 4581 6187
magnitudes, that . . i ] Va0 Tm e w0 Ve w5 wa)
Soo?channels are Semi-structured pruning (2:4/4:8 sparsity) poeteroec N > s v e 2 s )
pruned with Wanda ¢ o = Permute the channels equivalently to find a better RIA Gisvcr) Wik e “3"’ i
| Permuae the channer Sem G R aia i
Nearly no channel T . . . o
collapse with RIA = Fast permutation: 15.3s for a single linear layer, * Only ~1% average Acc drop .
O 100x faster than previous permutation method * The channel permutation semi-sparsity only

takes 40 minutes (LLaMA 65B)

Zhang, Y., et.al, Plug-and-Play: An Efficient Post-Training Pruning Method for Large Language Models. ICLR 2024  Hall B #225, 4:30PM - 6:30 PM
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IntactKV: An orthogonal solution to enhance quantized LLMs

0 Background

We discover Pivot tokens:

« Activations with extremely large values

(b) Output activations of
LLaMA-2-7B Layer 24

(@) Output activations of
LLaMA-30B Layer 24

« Highly concentrated attention scores over
these tokens
« Pivot tokens are sensitive to quantization

1]

(d) Attention map of
LLaMA-2-7B Layer 24

(c) Attention map of
LLaMA-30B Layer 24

Q Method

(usually the BOS and delimeter tokens ( “/" ,

o Result

Consistent improvement over existing
methods on MMLU benchmark

MMLU (5 shot) average

Keeping the KV cache of pivot tokens intact
((i.e., generating them from the full-
precision model) can effectively lower the
quantization error

Task Ace ‘
Vicuna Family | v15-7B v1.5-13B v13-7B v1.3-13B v1.3-33B

—+— Transformer Layer g‘ == Transformer Layer
e e 3 e o6 FP16 49.84%  55.78% 47020  52.10%  59.30%
oso§
oy 3 013 RTN 44620  5144% 3933%  44.56%  53.18%
S i S ] GPTQ 1399%  5295%  40.12% 4783%  55.84%
e st I10 — o OmniQuant 46.54% 4308%  47.92%  55.12%
o0 os End %8 AWQ 46.45% 4308%  48.56%  56.09%
Sie of ntactky Size of toctky FINTACTK Vg | 46.87% 44.67%  49.05%  5691%
(a) LLaMA-13B (b) LLaMA-30B i .
Integratable with KV Cache Quantization
R i . USER
( Full-precision LLM }---
_ﬂ Saved offline
0S| A USER: Please generate _ words -
)
IntactkVs & The Rest KV Cache 3 r) 5 T6 T '3 T6
- bit-width of KV cache bitwidth of KV cache
S Decoding | .
(a) Vicuna-v1.3-7B (b) Vicuna-v1.3-13B
( Quantized LLM

USER INPUT: Please generate a story in 500 words. Other advantages:
+ Orthogonal to existing quantization methods
+ Plug-and-play: no extra training /inference

overhead

(a) The overview of INTACTKV.
« IntactKVs are concatenated with the
normal KV cache from user queries

Liu, R., et.al, IntactKV: Improving Large Language Model Quantization by Keeping Pivot Tokens Intact, arXiv: 2403.01241, 2024
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SELF: self-improving and self-evolving for LLMs

> Freely available high quality data is going to be exhausted in the near future.
> Instruct data for SFT and human preference data for RLHF are expensive.

> We introduce an innovative approach, SELF, which empowers LLMs to undergo continual self-evolution,
thereby augments their inherent capabilities.

Meta-Skill Learning
A

Iterative Self-Evolve

LLM with Self-Refine
Meta-Skill

t

Meta-Skills Training Data

Meta-Skill Training

Input & Response & (Feedback + Refinement)

Feedback + Refinement T

Q-

§% Strong Aligned LLMs or Human Labeler

™

T

Self-Evolve Training |
Self-Evolying Training Data

Input & Self-Refined Response.

Feedback & Refinement

i

Please assess the qualty of response o the given question

Please provide step by step analysis for response. (Fecdba

k)

Pl

ssess the quality of response to the given

Please provide step by step analysis for response. (11 Fccdback)

Please generate correction response f necessary (511 e/

Response Generation |

— Initial LLM

Response Generation |

Input

(unlabeled) Input Prompt Pool

Input
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Eoa —e— Direct Generation
< —e— self-Refinement -g
3

Initial LLM
| Meta-Siin
Learning

Q

LLM with Self-Refine
Meta-Skill

.
Self-Evolving LLM

SELF: Self-Evolution with Language Feedback, arXiv:2310.00533v2
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Gaining Wisdom from Setbacks: Aligning LLMs via Mistake Analysis

SFT RLHF Ours
jol
& & i
Instructon | Good response tnstruction | Good response Bad response | |
| Fine-tuning § Fine-tuning |
[y % RM H

(#)8) 1learn whatis GOOD!

CoH
Q
&
Instructon | Good response Bad response
4 Fine-tuning

wn df

1 see what is BAD and
learn what is GOOD!

00}

(a) Guided response generation
Below is an instruction that describes a
task, paired with an input that provides
further context. Write a response that is
{harmful, unethical and offensive} to

complete the request.

#it Instruction:
{instruction}

i Input
{input} Response the instruction in a fully
{harmful, unethical and offensive} way.

##it Response ({harmful, unethical and

offensive} responsc).
{response}

total: 14

1 learn the relative quality
of the response!

-0
LLM%

Training

| um @
! Guided mistake
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Untigerd._Trgeed

Inference

2 Guided
-2 S
nsinction generation

Your response must
be harmless, ethical

!

+
Re
esponse H LM @ (1Y) %
"M % | Guided 'y Unguided
| analysis e analysis || )
| generatio fine-tuning | ! Response
Rewzvd | i

00}

(b) Guided analysis generation

Below is an instruction that describes a
task. Wite a response that appropriately
completes the request.

### Instruction:

Question: {instruction}

An Al assistant gives an answer to the
above question as follows.

Answer: {bad}

Write a critique to analyse why the
answer above is potentially harmful
unethical or offensive to the
instruction

J### Response:
{response}

Wistake Analysis

Afall into the pit is a gain in your wit.
| learn what is BAD and WHY!

(¢) Unguided analysis fine-tuning

Below is an instruction that describes a task..

‘Write a response that appropriately
completes the request.

### Instruction:

Below is a question that describes a task,
paired with an answer generated by an
Al assistant. Write a critique to analyse
the quality of the answer to the question.

Mistake  Analysis | Helpful Harmless
Method Source  Source ‘ Score ‘ Score Rate (%)  Helpful
Alpaca (vanilla) | - - 6.21 571 525 451
SFT - - 6.27 6.69 630 530
Critique-Revise | Origin - 622 6.60 626 5.02
CoH Origin - 629 6.79 64.7 523
RLHF Origin - 630 6.71 64.1 535
Origin ~ Alpaca 6310 /0 | 7310290 710057 528
Ours Alpaca  Alpaca 6380017 | 74100170 72404199 539
Alpaca  GPT-3.5 6310070 | 7610170 74170 560110
10+
Generation 9.2 ;
9 Discrimination| 8.3 8.6 S o __Unguided
81 7.5 Alpaca 212 123 165
7]
64 56 58 GPT-3 276 153 71
5
4 GPT-3.5 280 153 67
3
Alpaca GPT-3 GPT-3.5 100 200 300 400 500

(a) Generation against discrimination.

(b) Unguided against guided analysis.

### Question:
{instruction}

#H## Answer:
{bad}

### Response:
{response}

[Instruction]:
Al RP R RMNEAAG AL ik —i
b B4, BRI RIS AR
AW o

[Response]:

ATAL, KRB R A SRR R R
MAEAAGTAE” |, BAHZRERGLAE. b7 5F
A R AN EAAR T

Training data

[Instruction]: Inference data
WAL R RTIG” . B0 LGOS, A
FARBYAE R SR AT A “H i Rl £ TR
[Response from SFT]:

HERALRTIG, AACTAHEHR, AEits
R, B AN

[Response from Ours

JoB, ARBIITIAME 5.

Gaining Wisdom from Setbacks: Aligning LLMs via Mistake Analysis, ICLR 2024, arXiv:2310.10477v1
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RAG with Vector Database

Application Case: Telecom Knowledge Q&A

® Huge data size: >40M documents

m Complex format: lots of digits, tables, formula
]

]

Complex questions: requiring precise knowledge to answer
Query

Telecom Knowledge QA

Digital sensitive

Question What is the diameter of the fiber core in the optical module fiber of HiSecEngine | Query Understanding
USG6603F-C Tianguan product in international standard?

Answer There are international standard for the diameter of the fiber core in optical fibers:
62.5um and 50um for multimode, 9um for single-mode.

. Pangu
Fine-tuned The international standard of the diameter of the fiber core in the optical module LLM
Pl 0 fiber of HiSecEngine USG6603F-C Tianguan product is 125 micrometers.
+Gauss ~ The international standard of the diameter of the fiber core in the optical module
VectorDB @) .. ) . ) ’

E’ fiber of HiSecEngine USG6603F-C Tianguan product is 62.5um and 50um for
multimode, and 9um for single-mode. | Answer Composition
« Telecom Knowledge QA scores increased from 10.5 to 96, reaching the expert level.
* The Pangu model has passed HCIE (Huawei Certified ICT Experts), surpassing more than 95% human experts.
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Pangu Agent for Operation Research Problem Solver

Application Case: Supply Chain Optimization

Pangu Language Models:
Problem Modeling

- Dialog

. Complex reasoning

. Code generation

- Summarization

ok

- OPTV Al Solver (Plug-ins):
Problem Solving
- Interpreting
- Calculation
- Optimization
- Math problem solving

For level-1 problems of general operation
research, we reaches a comparable level
with GPT-4.

Training data 32,108
Test data 289
GPT-4 0.7048
Pangu Production Model 0.6989

The supply chain planner needs to make decisions on the
allocation of key components (raw materials), SC (structural
component) 1 and 2. There are three requirement codes, namely
INV (inverter) A, B, and C. The requirements are 50 pieces, 100
pieces, and 150 pieces, respectively. The virtual material cost is
1.3, 2.1 and 1.8 respectively. The inventory of raw material SC 1

to produce INV A or B, and processing unit INV A or B requires
two SC 1; Processing unit INV C requires one SC 2, and SC 2 can
replace SC 1, but SC 1 cannot replace SC 2. May | ask how to
make a decision on the production quantity of INVs A, B, and C,
as well as the allocation of raw material SC 1 and 2, in order to
maximize the total virtual material cost of the requirements met?
Build a mathematical planning model for this problem.

Variables:

(Prod. quant. of INV A) x

(Prod. quant. of INV B) y

(Prod. quant. of INV C) z

(The quant. of SC 2 replacing SC 1) r

Objective function:
and 2 is 100 pieces and 90 pieces, respectively. SC 1 can be used - (Maximizing total virtu. mater. cost) 1.3x+2.1y+1.8z

Constraints:

(Max Prod. quant. constr. of INV A) x<=50
(max Prod. quant. constr. of INV B) y<=100
(max Prod. quant. constr. of INV €) z<=150

(consum. quant. of SC 2 cannot exceed invent.) z+r<=90
(non neg. int. deci. var. constr.) x, y, z, r\in \mathbb{N})

(consum. quant. of SC 1 cannot exceed invent.) 2x+2y r<=100

The solution:
Solution status: OPTIMAL
Target value: 267.0

Decision variables:
‘ Variable | Solution

Name results
z 90.0
X 0.0
v 50.0
v 00
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Pangu Al4Industries: 1000+Al Projects in 10+Industries implemented

Industrial Simulation: N

COMAC "Oriental Wing Wind"

Aer ic Al si ion of large

The average error of flow field prediction is as low as 0.001.

The single simulation speed is improved by 1000 times.

SAIL Award - WAIC2023 Top Award

aircraft wing.

Meteorology:
Publication in "Nature"

24-hour global weather forecastin 1.4 seconds.
10,000 times faster than traditional methods.
The error is reduced by more than 12%.
Computing power consumption reduced by 600,000 times.

Extreme weather forecastsincreased by 25%

Industrial manufacturing: _
automatic production scheduling

The time for production line allocation schedule is

reduced from several hours to 1 minute.

EDA

Large Language Model Code Generation.
Test sample generation coverage reaches 99.5%.

E2E efficiency of test R&D improved by >3x

Drug Discovery

Significantly shorten the drug development cycle.

New broad-spectrum antibiotics were di in

Xijiao University Affiliated Hospital within a month.

Government Affairs

Automatic scheduling of thousands of
back-end applications.

Quick realization of various services in cities.
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Thank you!

IMYFHREAGIA, FIRE,
BMER, WEAYERNEEEHF.
Bring digital to every person, home and organization
for a fully connected, intelligent world.

Copyright©2018 Huawei Technologies Co., Ltd.
All Rights Reserved.

The information in this document may contain
predictive statements including, without limitation,
statements regarding the future financial and
operating results, future product portfolio, new
technology, etc. There are a number of factors that
could cause actual results and developments to
differ materially from those expressed or implied in
the predictive statements. Therefore, such
information is provided for reference purpose only
and constitutes neither an offer nor an acceptance.
Huawei may change the information at any time
without notice.
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